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Using Interlanguage-Links to Find Articles About
the Same Concept in Different Languages.

Abstract

This paper describes a simple method for deriving
language-independent concepts by identifying groups
of pages about the same topic from Wikipedias in differ-
ent languages. This allows the information about a con-
cept obtained from different Wikipedias to be merged,
and by this provides a way to determine which terms
from different languages refer to the same concept. The
method presented here was developed as part of Wiki-
Word [KINO8], where it was used to create a multilin-
gual thesaurus from multiple monolingual thesauri.

Introduction

Wikipedia has been identified by recent research as
a rich resource for mining knowledge about concepts
(e.g. [ZGMO7][PS07]). One type of knowledge that can
be obtained by analyzing Wikipedia articles is which
terms are used to refer to which articles [Mi(07] (the
signification relation). Until now, however, this has
only been applied to individual languages, especially
for the purpose of named entity recognition [CucQ7].

This paper presents a method to combine informa-
tion about individual languages gathered from different
Wikipedias into a single multilingual thesaurus. This
method was developed as part of WikiWord [Kin0O8] and
works by identifying and merging equivalent concepts
from different sources. Determining which terms are
used to refer to which concepts (signification) is another
central aspect of WikiWord, but will not be discussed in
this paper.

Wikipedia, by virtue of being an encyclopedia, de-
scribes concepts in individual articles, each being a
web page with a unique URL. Wikipedia contains other

types of pages too, most importantly disambiguation
pages, redirects, lists and category pages. These are
valuable resources for determining which terms are
used for which concept or how concepts relate to each
other [PS07][ZG07], but they are not discussed here.

In order to gather information about which terms
from different languages are used for a given concept,
it is necessary to determine which language-bound (lo-
cal) concepts from the different Wikipedias are equiva-
lent (or at least very similar) and can be viewed as in-
stances of the same language-independent concept. In
other words, the goal is to determine which articles in
the different Wikipedias describe the same concept.
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Figure 1: Ideal interlanguage links

The main source of information about how articles
(and thus, concepts) in Wikipedias in different lan-
guages relate to each other are so called interlanguage
links (or language links for short) [MWI]. Each ar-
ticle may contain interlanguage links referencing arti-
cles about the same subject in other Wikipedias (that
is, in other languages) [WPI]. So, the article Moon
in the English language Wikipedia may have interlan-
guage links to the article Mond in the German language
Wikipedia, Lune in the french language Wikipedia, and
so on, as shown in fig. 1. The method presented in this
paper will mainly use the information provided by these
links.
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Figure 2: Merging concepts (contrived example)

Method

The goal of the method described in this section is to
identify groups of articles from different Wikipedias
that describe the same concept. Such a group contains
at most one article from each language, and is thought
to represent the language-independent concept.

As mentioned above, the approach presented here
uses interlanguage links to determine which articles
deal with the same subject. Ideally, there is one article
in each language describing the subject, so the articles
correspond to each other exactly, and each references
all the others using interlanguage links, as shown in fig.
1. However, due to differences in organisation and, es-
pecially, because of the different size and granularity of
the Wikipedias, the real structure of interlanguage links
often looks different, as shown in fig. 2(a): some links
may be missing (like the connection from de:Mond to
en:Moon), some may simply be wrong (like en:Moon
pointing to fr:Luna instead of fr:Lune), but most impor-
tantly, where in one Wikipedia a topic may be covered
in a single article, it may be spread across several in
another Wikipedia (like both de:Mond and de:Trabant
referring to en:Moon)!.

The method proposed here for solving this problem is
quite simple and will be shown to have a high degree of
precision, though it may be overly restrictive for some
applications. The idea is based on the notion that ar-
ticles can be assumed to describe the same concept if
they reference each other via interlanguage links. Ar-
ticles connected in this way can be grouped together to
form language independent concepts, see fig. 2(b). This
can be done as follows:

First, for each article in each Wikipedia, a concept
entry is created. Concepts are represented by groups
of articles from different Wikis, and we start out with
concepts that consist of exactly one article each. The
interlanguage links between articles are now consid-
ered connections of similarity between the concepts that
contain the respective articles.

Second, an arbitrary pair of concepts is chosen and
merged. A pair can be merged if it satisfies two condi-
tions:

e The concepts must be mutually similar, that is, at
least one article in the first concept must have an
interlanguage link referencing an article in the sec-
ond concept, and vice versa. By requiring the

Note that this is a contrived example. The reality is usually a bit
better than that, but also more complex.



reference to be mutual, erroneous interlanguage
links are filtered out and ambiguities are resolved
in a way that favors the closest match, as deter-
mined by the editors who maintain the interlan-
guage links. This is analogous to the method of us-
ing mutual cross-references to detect related con-
cepts, as suggested in [GKO06].

o The concept created by merging must not contain
two articles from the same Wikipedia, i.e. in the
same language. In other words, the sets of lan-
guages covered by the two concepts must be dis-
joint. This reflects the fact that, by convention, in
each Wikipedia there should be only one page per
subject.

The merging of pairs of concepts is repeated until no
pair remains to be merged, as shown in fig. 2(c). Note
that through the merging process, new pairs of mutually
similar concepts may be created, as seen in fig. 2(b).

The time required by this process is bounded by
O(n - k%), with n being the number of articles and k be-
ing the number of Wikipedias being considered. This is
because each concept can be merged at most k times,
because of the second constraint above: it may only
contain at most one article from each Wikipedia (i.e.
language), but with each merge, at least one new lan-
guage is added. The cost of finding pairs to merge is
bounded by O(n - k), which is the maximum number of
pairs, because each article may only have one interlan-
guage link to each other Wikipedia, that is, a total of
k interlanguage links. This shows that this algorithm
scales well enough to be applicable to the millions of
articles contained in large Wikipedias.

When analyzing the method presented above, the fol-
lowing problems become apparent:

o The algorithm is not fully deterministic in that the
result depends partly on the order in which merges
are performed, which the concrete implementation
is free to choose. To make the process determinis-
tic, some arbitrary criterion for the order of merges
could be imposed, such as the alphanumeric order
of page titles. It would however be preferable to
find a criterion that would yield the optimal order
of merging, or at least one that increases the likeli-
hood of getting a good result.

e Small Wikipedias may have a bad influence on the
result, since they have a low granularity, less ac-
tive users to assure the quality of the interlanguage

links, and are also more likely to contain articles to
cover multiple subjects. Such a “bad” article may
“poison” the corresponding concept(s), leading
to unrelated articles to be grouped together, and
equivalent articles remaining in separate groups.
This can of course be avoided by simply not in-
cluding very small (“immature”) Wikipedias in the
process.

e The described method may be overly restrictive.
For example, articles that are not yet fully inte-
grated in the network of mutual interlanguage links
(e.g. because they are new) often remain isolated.
Also, the information contained in interlanguage
links to Wikipedias which have not been analyzed
is discarded. It would be interesting to investigate
alternative methods of determining the similarity
concepts in order to merge them. One such method
would be to view the set of interlanguage links of
an article as a feature vector and compare articles
(and thus, concepts) based on these. Evaluation
shows, however, that there is little hope that this
method would yield substantially better results.

This approach is very straightforward and uses the
information provided by interlanguage links directly, at
“face value”. However, to the author’s knowledge, it
has not before been applied to large amounts of data
and evaluated systematically. The following chapter
presents the results of some experiments that attempt
to provide such an evaluation.

Evaluation

This section evaluates the method described so far in
this paper, based on data from experiments conducted
with WikiWord [KiNO8]. For these experiments, mono-
lingual thesauri were generated from five Wikipedias,
namely English, German, French, Dutch, and Norwe-
gian, together covering about 20.0 million terms for
12.5 million concepts, 3.7 million of which have an arti-
cle describing them?. The articles are distributed among
the Wikipedias as follows: 2.0 million from the English
language Wikipedia, 660 thousand from the German,
500 thousand from the French, 380 thousand from the
Dutch, and 160 thousand from the Norwegian language
Wikipedia.

2The rest result from categories and from “red” links to pages that
do not yet exist.



These thesauri were then combined into a single
multilingual thesaurus by using the method described
above, that is, by identifying and merging equivalent
concepts from different Wikipedias. The resulting the-
saurus contains 11.5 million concepts, 2.8 million of
which have at least one article describing them?.

To get an impression of the performance of the pre-
sented algorithm, the following facts should be consid-
ered: The algorithm works on interlanguage links, so
it only applies to concepts described by articles in at
least two languages. By merging equivalent concepts,
the 3.7 million concepts that are described by articles
have been reduced to 2.8 million, that is, about ¥, (0.9
million) have been “absorbed” by other, equivalent con-
cepts. Only about Y, (146 thousand) of the 2.8 million
concepts retain interlanguage links to other concepts in
the thesaurus, that is, could have possibly been merged
further or differently.

These figures show that the method presented by this
paper exhausts the information provided by direct inter-
language links. The fact that a lot of concepts remain
isolated appears to be caused by many concepts really
being described only in one Wikipedia, or at least miss-
ing sufficient interlanguage links. In order to apply fur-
ther merging, additional information would have to be
considered, such as which concepts have interlanguage
links in common. But even that would give no imme-
diate benefit: About 160 thousand additional pairs of
concepts have interlanguage links in common, none of
which however could be merged directly, because they
all conflict with regards to the set of languages they al-
ready cover.

As to the quality of the concepts generated this way, a
manual evaluation of a sample of 250 concepts revealed
no case of an article being assigned to a concept erro-
neously, and just 6 instances of a concept missing an
article. That is, of the 250 concepts were 6 that were
connected by an interlanguage link to an article that de-
scribed the concept in question, but was not merged into
the concept. This was generally due to an interlanguage
link missing in that article.

In conclusion it can be said that the simple method
presented by this paper makes good use of the informa-
tion available from interlanguage links. Even though
alternative methods exist and should be investigated in
detail, they are unlikely to yield substantially better re-
sults. Further improvements of connecting Wikipedia

3The full datasets are available online, see the »WikiWord Re-
sources section.

articles between languages can probably be achieved
only by improving and extending the system of inter-
language linking in Wikipedia itself.
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WikiWord Resources

Below is a list of additional resources for the WikiWord
project.

Project overview: <http://brightbyte.de/
page/WikiWord>

Thesis excerpt in english: <http://brightbyte.
de/page/WikiWord/Excerpt>, OQutline of a
method for building a multilingual thesaurus from
Wikipedia.

SQL data dumps: <http://aspra27.
informatik.uni-leipzig.de/~dkinzler/
sqldumps/>, especially the file
full_wikiword-full.sql.bz2 (11GB).

Download area: <http://brightbyte.de/DA/>.
This contains bundles of the WikiWord source and
compliled library files, as well as dumps of small
sample data sets.

Source code: <http://brightbyte.de/repos/
DA/WikiWord/> for online browsing. Bundles
are available from the download area.
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